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Abstract

This paper describes the IOL Research team’s
submission systems for the WMT23 gen-
eral machine translation shared task. We
participated in two language translation di-
rections, including English→Chinese and
Chinese→English. Our final primary submis-
sions belong to constrained systems, which
means for both translation directions we only
use officially provided monolingual and bilin-
gual data to train the translation systems. Our
systems are based on Transformer architecture
with pre-norm or deep-norm, which has been
proven to be helpful for training deeper models.
We employ methods such as back-translation,
data diversification, domain fine-tuning and
model ensemble to build our translation sys-
tems. An important aspect worth mentioning
is our careful data cleaning process and the uti-
lization of a substantial amount of monolingual
data for data augmentation. Compared with the
baseline system, our submissions have a large
improvement in BLEU score.

1 Introduction

This paper describes our submissions to the
WMT23 General Machine Translation shared task.
We participated in two language translations:
English-to-Chinese and Chinese-to-English. For
both tasks, we built our system in a constrained sce-
nario, using only official training data. Our systems
are based on Transformer(Vaswani et al., 2017) ar-
chitecture with pre-norm or deep-norm(Wang et al.,
2022), which has been proven to be helpful for
training deeper models. We used rule-based meth-
ods, language models, and alignment models to
clean bilingual and monolingual data, and then
used back-translation(Sennrich et al., 2016), data
diversification(Nguyen et al., 2020), and model
ensemble(Garmash and Monz, 2016) to leverage
large-scale monolingual data to construct our trans-
lation systems. We also tried domain fine-tuning
and found that this approach still helped in improv-

ing the BLEU(Papineni et al., 2002) scores on the
WMT23 test set.

The design of the subsequent paper is as follows.
We introduce the data source and processing strat-
egy in Section2; Section 3 describes the details
of our training procedure; Section 4 presents the
experimental settings and results.

2 Data

2.1 Data Source
Bilingual corpus We used all provided bilingual
data, including: ParaCrawl v9(Bañón et al., 2020),
News Commentary v18.1, Wiki Titles v3, UN Par-
allel Corpus v1.0(Ziemski et al., 2016), CCMT
Corpus, WikiMatrix(Schwenk et al., 2019), and
Back-translated news.
English monolingual corpus The used English
monolingual data including: News crawl, News
discussions, Europarl v10, News Commentary,
Common Crawl, Leipzig Corpora(Goldhahn et al.,
2012), and English part of other bilingual data for
WMT general task.
Chinese monolingual corpus The used Chinese
monolingual data including: News crawl, News
Commentary, Common Crawl, Leipzig Corpora,
and Extended Common Crawl.

2.2 Data Preprocessing
For bilingual data we first filter out noisy sentences
according to the rules, the filtering rules are as
follows:

• Remove invisible characters.

• Remove sentences containing too more than
300 words or more than 1000 characters or
less than 3 characters.

• Remove English sentences containing words
exceeding than 40 characters.

• Remove Chinese sentences with a low rate of
Chinese characters(less than 0.2).
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• Remove sentences that contain too many punc-
tuation marks.

• Remove sentences that contain repeated sub-
strings, which refers to a string composed of
a single character that repeats more than 10
times, or two or more character that repeat
more than 5 times.

• Remove sentences that contain HTML tags.

• Convert full-width characters to half-width
characters, Traditional Chinese to Simplified
Chinese.

• Remove duplicated sentence pairs.

Then we use fast-align(Dyer et al., 2013) to fil-
ter out sentence pairs with low alignment scores
(less than 13) or low bilingual alignment ratio (less
than 0.6), and use forward and reverse translation
models to calculate the perplexity of sentence pairs,
removing sentence pairs with high perplexity. For
monolingual data we perform filtering using simi-
lar rules to bilingual data. At the same time, The
KenLM(Heafield, 2011)1 tool is used to train an n-
gram language model to filter sentences with high
perplexity scores (more than 10 000). The origi-
nal parallel data totaled about 64 million sentences,
and after cleaning, 46.06 million sentences were
retained. Through data cleaning, we obtained 1.4
billion sentences Chinese monolingual data, and
1.2 billion sentences English monolingual data.

We used the Sentencepiece(Kudo and Richard-
son, 2018) tool to train the unigram model for sub-
word segmentation, and vocabulary sizes for both
Chinese and English were set to 36 000.

3 System Overview

We chose Transformer(Vaswani et al., 2017) as
our base translation model and used both pre-norm
and deep-norm(Wang et al., 2022) variants to help
us train deeper models. To improve the qual-
ity of translation models, we first pre-trained the
translation models from scratch on the synthesized
datasets generated by back-translation, then con-
tinue training on the datasets generated by data di-
versification, and finally used domain data for fine-
tuning. We also iteratively performed two rounds
of data augmentation to improve the quality of the
synthetic data. The final synthetic data is generated
by the model after training on data diversification

1https://github.com/kpu/kenlm

data of the first round. We only used domain fine-
tuning in the final submission. This method we
adopt is a commonly used method in the field of
machine translation and has been proven to be ef-
fective. In the following sections, We show the
specifics of how we use these methods.

3.1 Back-translation

Back-translation(Sennrich et al., 2016) is almost
the most well-known data augmentation method in
the field of machine translation, which can effec-
tively utilize target monolingual data to improve
translation quality, even in high resource situa-
tions. We used top-k sampling strategy to generate
back-translation data with top-k=10, and used the
method in section 2 to filter the generated data.
To further increase the diversity of synthetic data,
we also employed different back-translation mod-
els, such as the R2L model and the L2R model,
and models with different structures to perform the
back-translation method. Since this task is oriented
to a general domain, we only use the cleaned mono-
lingual data to generate synthetic data and do not
select according to the domain. Because our sys-
tems are first pre-trained on back-translation data,
unlike the original approach(Sennrich et al., 2016),
the method back-translation in this paper refers
to using only back-translation data and does not
including the non-augmented corpora.

3.2 Data Diversification

Data diversification(Nguyen et al., 2020) is a
data augmentation method by performing back-
translation and forward-translation multiple times
on the target-side and source-side data of the paral-
lel corpus, respectively. Following this approach,
we used different models to generate synthetic data
by beam search. However, we not only use parallel
data as source language for synthetic data, but also
monolingual data. The ratio between monolingual
and parallel data is 1:1.

3.3 Model Ensemble

Model ensemble can effectively improve the over-
all system performance by combining the strengths
of multiple individual models. The larger the differ-
ence between multiple single models, the larger the
improvement the ensemble model can receive. We
mainly increase the diversity between single mod-
els by using different monolingual data, including
different monolingual data in the back-translation
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stage and different monolingual data in the data
diversification stage.

3.4 Domain Fine-tuning

Although the WMT23 test set contains sentences
from multiple domains and the WMT21 test set
mainly consists of sentences from the news domain,
we found that fine-tuning on the WMT21 test set
can still improve the WMT23 test set. Therefore,
we still attempted to fine-tune our model using
newtest2021 as in-domain data.

4 Experiments

4.1 Experiment Settings

All of our translation models were implemented
based on fairseq(Ott et al., 2019) and trained on 8
NVIDIA A100 GPUs. During training, we used
the Adam(Kingma and Ba, 2014) optimizer with
β1 = 0.9, β2 = 0.98, the learning rate scheduling
strategy of inverse sqrt, the number of warmup
step set to 4000, the maximum learning rate set to
0.0005 and FP16 to accelerate the training process
.

We used a 24-encoder, 6-decoder transformer
with pre-norm as baseline and the embedding size
was set to 1024. It was trained only on a real paral-
lel corpus, with a batch size set at 240,000 tokens.
For the data augmentation models, we increased
the dimension of the embedding size to 1536 and
adjusted the number of the encoder and decoder
layers, using equal encoder and decoder layers, or
deep encoder layers and shallow decoder layers
to increase the model parameter size to approxi-
mately 1 billion. The training process for these
models used a batch size of 640,000 tokens. Main-
taining the diversity of different models is a useful
trick for model ensembles, so we trained multiple
different models by adjusting the number of layers
of different models, using pre-norm or deep-norm,
using different synthetic data, with or without do-
main fine-tuning to improve diversity. Finally, we
trained 4 models from Chinese to English and 5
models from English to Chinese for model ensem-
ble.

4.2 Results

All experiments were evaluated using the sacre-
bleu(Post, 2018) tool to calculate BLEU(Papineni
et al., 2002) scores on the WMT21, FLoRes(Goyal
et al., 2021), and NTREX-128 test sets(Federmann
et al., 2022). We used beam search with beam

size=5 to decode all models and converted punctu-
ation to Chinese characters in English-to-Chinese
direction. Regarding the final results we submit-
ted, we also used regular expressions for n-gram
repetition detection. For translations containing
repeated substrings, we set a repetition penalty of
1.5 to retranslate the source sentences. The results
of Zh→En and En→Zh are shown in Table 1 and
Table 2.

Based on Table 1, we can clearly see that the
use of Back-Translation and Data Diversification
shows significant improvements on multiple test
sets. Compared to the baseline, using both data aug-
mentation methods achieves more than 2 BLEU im-
provements on each test set. More than 0.5 BLEU
improvement is also achieved on each test set with
the model ensemble. In the end, we achieved
BLEU improvements of +4.4, +3.7 and +2.8 on
the three test sets of FLoRes, NTREX-128 and
WMT21 respectively. The inclusion of domain
fine-tuned models can further improve the WMT
23 test set compared to the model ensemble without
domain fine-tuning.

From Table 2, we can see that there is a signifi-
cant improvement using Back-translation on each
test set. After using Data Diversification, only fur-
ther improvement is achieved on the FLoRes test
set, while there is varying degree of decrease on the
other two test sets. Due to the decrease in diversity
caused by fine-tuning multiple models with similar
synthetic data generated by Data Diversification,
and Data Diversification did not lead to a consistent
improvement on the English to Chinese test set, in
the model ensemble stage, 4 out of 5 models were
trained on only Back-translation data. Finally, on
the three test sets of FLoRes, NTREX-128, and
WMT21, we achieve improvements of +6.5, +5.9,
and +3.6 BLEUs compared to the baseline, respec-
tively, with the model ensemble contributing the
largest improvement. Similar to the results from
Chinese to English, further improvements are ob-
tained on the WMT23 test set after adding domain
fine-tuning.

5 Conclusion

In this paper, we described IOL Research’s submis-
sions to the WMT2023 General Translation shared
task. We participated in the English from and to
Chinese translation. Our system aims to leverage
as much monolingual data as possible to improve
the quality of machine translation. Experimental
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System FLoRes NTREX-128 WMT21 WMT23
Baseline 31.4 30.4 27.6 -
+Back-translation 34.2 33.2 28.4 -
+Data Diversification 35.2 33.2 29.7 -
+Ensemble 35.8 34.1 30.4 26.4
+Fine-tuning - - - 27.2

Table 1: Zh→En BLEU scores on FLoRes, NTREX-128, WMT21, and WMT23 test sets. Due to the limited number
of submissions, we only report part results of WMT23.

System FLoRes NTREX-128 WMT21 WMT23
Baseline 41.8 33.5 31.9 -
+Back-translation 44.6 37.4 33.9 -
+Data Diversification 45.2 34.5 32.8 -
+Ensemble 48.3 39.4 35.5 56.3
+Fine-tuning - - - 56.9

Table 2: En→Zh BLEU scores on FLoRes, NTREX-128, WMT21, and WMT23 test sets. Due to the limited number
of submissions, we only report part results of WMT23.

results show that by increasing the scale of monolin-
gual data in the system through data augmentation
and model ensemble, we have achieved substantial
improvements on multiple test sets.
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