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Abstract

We have explored the effect of in domain
knowledge during parallel sentence filtering
from in domain corpora. Models built with sen-
tences mined from in domain corpora without
domain knowledge performed poorly, whereas
model performance improved by more than
2.3 BLEU points on average with further do-
main centric filtering. We have used Large Lan-
guage Models for selecting similar and domain
aligned sentences. Our experiments show the
importance of inclusion of domain knowledge
in sentence selection methodologies even if the
initial comparable corpora are in domain.

1 Introduction

This paper describes FJWU’s submission to the
biomedical translation task. This year the focus
of our research was domain specific parallel cor-
pus mining from Wikipedia using Large Language
Models, we explored the potential of the mined
sentences using two sentence selection schemes.
Neural Machine Translation (NMT) (Kalchbrenner
and Blunsom, 2013; Sutskever et al., 2014; Bah-
danau et al., 2015; Cho et al., 2014) has witnessed
great success over the years (Vaswani et al., 2017;
Zhang and Zong, 2020). NMT systems train on par-
allel corpora to produce translations that capture
language intricacies and context with enormous
precision as compared to the previous counterpart
Statistical Machine Translation (SMT) systems.

Machine translation in the biomedical domain is
becoming increasingly important due to the critical
nature of medical scientific texts. The majority of
these texts are published in English, and the goal of
Biomedical Machine Translation is to make them
accessible in multiple languages. However, this is
a complex undertaking due to the extensive nature
of this field and the vast and diverse vocabulary it
encompasses. This vocabulary includes specialized
terms and non-lexical forms (such as dates and
biomedical entities) that pose unique challenges.

Consequently, the quality of machine translation
output fluctuates depending on the availability of
biomedical resources tailored to each target lan-
guage.

Availability of parallel corpora in reasonable
amounts has greatly enhanced the performance of
NMT systems, especially for the high-resource lan-
guages (Bojar et al., 2018). However, its efficacy
remains sub optimal for low-resource languages
and domain-specific contexts (Zoph et al., 2016;
Koehn and Knowles, 2017; Lample et al., 2018;
Chu and Wang, 2020). Performance of NMT sys-
tem degrades as soon as the application domain
deviates from training domain. Domain adaptation
(Freitag and Al-Onaizan, 2016), transfer learning
(Zoph et al., 2016; Khan et al., 2018; Abdul Rauf
et al., 2020), model fusion (Gulcehre et al., 2015),
back translation (Sennrich et al., 2015; Ul Haq
et al., 2020), fine-tuning (Dakwale and Monz, 2017;
Huck et al., 2018), data augmentation (Fadaee et al.,
2017), data selective training (Van Der Wees et al.,
2017; Knowles and Koehn, 2018), decoding strate-
gies (Park et al., 2020), zero-shot translation (John-
son et al., 2017) are some of the techniques used
to address this issue. We will be focusing on do-
main adaptation using data augmentation and fine
tuning.

For this years submission we explore the poten-
tial of Large-scale Language Models for extract-
ing parallel sentences from Wikipedia1. French-
English parallel articles are scraped as detailed
in Section 4. For learning sentence embeddings
of scraped bilingual data, rather than training en-
coders from scratch, we leverage the potential of
LLM in parallel sentence extraction from our bilin-
gual scraped articles. We used LEALLA-Large, a
lightweight system developed by (Mao and Nak-
agawa, 2023) to compute the language-agnostic
low-dimensional sentence embeddings for each

1An online multilingual encyclopedia https://en.
wikipedia.org/wiki/Main_Page

https://en.wikipedia.org/wiki/Main_Page
https://en.wikipedia.org/wiki/Main_Page
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sentence in the English and French parallel arti-
cles. Potential parallel sentences are filtered based
on the similarity scores. These sentence are then
further domain filtered by comparing the closeness
with Medline Titles embeddings computed using
Transformers MiniLM. Our experiments show the
importance of inclusion of domain knowledge in
sentence selection methodologies even if the ini-
tial comparable corpora are in domain. Our main
contributions include:

• Presenting a methodology for domain inclu-
sion in sentence retrieval tasks by using capa-
bilities of Large Language Models

• Highlighting the importance of inculcation
of in domain knowledge in sentence retrieval
tasks even when the data source is in domain

• Release of the mined parallel corpora to the
research community2

The paper is structured as follows: Section 2
presents a brief overview of background and re-
lated work, Section 3,4 elaborates the data collec-
tion pipeline, Section 5 outline the NMT experi-
ments and results, followed by the conclusion of
this study.

2 Related Work

Recent work on parallel sentence extraction has fo-
cused on lightweight end-to-end word-level and
sentence-level embedding methods (Guo et al.,
2018; Artetxe and Schwenk, 2018; Yang et al.,
2019a). These embedding-based approaches have
gained success (Grégoire and Langlais, 2017;
Bouamor and Sajjad, 2018; Schwenk, 2018) as
these systems outperformed the large-distributed
computationally intensive systems (Uszkoreit et al.,
2010; Abdul-Rauf and Schwenk, 2009) used to
mine parallel documents. Bilingual sentence em-
beddings, learned from dual-encoder models, have
also been used effectively for parallel corpus min-
ing (Guo et al., 2018). Cross-lingual embeddings
encode bilingual texts into a single unified vector
space allowing nearest-neighbor search can be used
to find potential translation candidates. These em-
bedding approaches produce noisy matches that re-
quire a re-scoring step in order to obtain a clean par-
allel sentence retrieval as addressed by (Yang et al.,

2https://github.com/sabdul111/
Biomedical-Parallel-Corpus

2019a) who explored using a bi-directional dual
encoder with additive margin softmax (Wang et al.,
2018) which results in state-of-the-art performance
for sentence filtering. Multilingual sentence em-
bedding approaches (Artetxe and Schwenk, 2018;
Chidambaram et al., 2018) also show promising
results.

Since language-specific models often demand
extensive amounts of labeled data for training
and can be limited by their language-specific
parameters, language-agnostic sentence embed-
ding(Artetxe and Schwenk, 2019; Yang et al.,
2019b; Reimers and Gurevych, 2020; Feng et al.,
2020; Mao et al., 2022) align multiple languages in
a shared embedding space, facilitating parallel sen-
tence alignment that extracts parallel sentences for
training translation systems. Among them, LaBSE
(Feng et al., 2020) achieved state-of-the-art perfor-
mance on various bi-text retrieval. The problem
of inference speed and computation overhead of
large language models was addressed by (Mao and
Nakagawa, 2023) who proposed Learning Leight-
Weight Language-agnostic Sentence Embeddings
(LEALLA) with Knowledge Distillation (Kim and
Rush, 2016). They reported significant reduction
in computation overhead and inference speed by
providing language-agnostic low-dimensional sen-
tence embeddings. We also use LEALLA in the
second phase of our pipeline for parallel sentence
alignemnent.

3 Wikipedia as a potential resource for
biomedical data

Our primary objective was to collect a compre-
hensive dataset from the biomedical domain, we
explored Wikipedia’s key biological categories and
selected those having a substantial volume of arti-
cles. A brief overview of the selected subdomains
is given below:

1. Biodbs 3 refers to biological databases and
contains links of a variety of biological
databases.

2. Genome Reference Consortium is an inter-
national collaboration dedicated to creating
and maintaining the most accurate and up-to-
date Human Genome 4 reference sequence.

3https://en.wikipedia.org/wiki/List_of_
biological_databases

4https://en.wikipedia.org/wiki/Human_genome

https://github.com/sabdul111/Biomedical-Parallel-Corpus
https://github.com/sabdul111/Biomedical-Parallel-Corpus
https://en.wikipedia.org/wiki/List_of_biological_databases
https://en.wikipedia.org/wiki/List_of_biological_databases
https://en.wikipedia.org/wiki/Human_genome
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Domain Scraped URLs Scraped Articles Parallel Articles Unique Articles
French English French English

Biodbs 39.4K 77.3K 39.3K 68.7K 39.3K 1.2K
Human Genome 25.9K 59.1K 25.9K 49K 25.9K 25.9K
Health BioMed 42.8K 122.5K 42.8K 92.5K 42.8K 14.7K
NCBI 64.2K 133.8K 64K 133.6K 64K 51.2K
Pubmed 62.9K 134.5K 62.9K 117.4K 62.9K 22.4K
Total 235.2K 527.2K 234.9K 461.2K 234.9K 115.4K

Table 1: Scraped Data per subdomain

3. National Institute of Biomedical Imaging
and Bio engineering plays a central role in
advancing biomedical engineering research
and provides a wealth of data and resources in
the domain of Health Biomedical Engineering
5.

4. The National Center for Biotechnology In-
formation (NCBI) 6 is a U.S. government
agency that provides an extensive collection
of biomedical and genomic resources.

5. PubMed 7 is a widely used online database
maintained by the National Library of
Medicine (NLM) which provides access to
a vast collection of biomedical literature.

4 Parallel Corpus Mining

This section presents an overview of our parallel
data creation pipeline. Wikipedia has been exten-
sively used as a data resource for corpus devel-
opment (Chu et al., 2014; Tufiş et al., 2013; Ste-
fanescu et al., 2012; Karimi et al., 2018; Aghae-
brahimian, 2018; Schwenk et al., 2019). We also
used Wikipedia’s inter language links to mine po-
tential parallel sentences by exploring the potential
of Large language models for filtering the closet
candidates. Our data preparation pipeline involves
three main steps; 1) Domain specific web scraping,
2) Candidate sentence scoring and filtering and 3)
Domain adapted filtering.

Parallel article scrapping To extract the bilin-
gual data we used Wikipedia’s Interwiki8 (also
known as inter language links) property (Adafre

5https://en.wikipedia.org/wiki/Biomedical_
engineering#Hospital_and_medical_devices

6https://en.wikipedia.org/wiki/National_
Center_for_Biotechnology_Information

7https://en.wikipedia.org/wiki/PubMed
8The Interwiki property links the articles across various

language editions of Wikipedia.

and De Rijke, 2006; Otero and López, 2010; Chu
et al., 2014; Aghaebrahimian, 2018). English
Wikipedia has consistently held the distinction of
possessing the highest article count among all lan-
guage editions of Wikipedia. As of August 2023,
there are 6,696,0719 articles in English containing
over 4.3 billion words.

We maximized recall in our article selection pro-
cedure by choosing English as the base language
since it provided wider coverage of topics. Thus,
for each unique English article, the corresponding
French article (if found) was scrapped. We named
the scrapped articles using the title of the English
version, distinguishing them with .en for English
and .fr for French files. At this stage, we had to re-
trieve the parallel articles since many of the English
articles did not have the corresponding French arti-
cles (see Table 1). For parallel article retrieval, we
compiled a list of all French articles and used this
list to retrieve parallel English articles which re-
sulted in our parallel French-English articles. The
subdomains (see section § 3) had many overlapping
articles which were removed and unique articles
from each subdomain were selected.
Table 1 shows the amount of URLs, articles, paral-
lel articles and the corresponding unique articles.
At this stage we have unique parallel articles from
each subdomain.

Parallel sentence filtering We used a
lightweight pre-trained large language model
LEALLA-Large (Mao and Nakagawa, 2023)
which computes sentence embedding of 256
dimensions by distilling knowledge from LaBSE
(Feng et al., 2020). It can be used to mine potential
parallel sentences by finding the nearest neighbour
of each source sentence in the target side according
to cosine similarity, and filtering those below a
threshold.

9https://en.wikipedia.org/wiki/Wikipedia:
Size_of_Wikipedia

https://en.wikipedia.org/wiki/Biomedical_engineering##Hospital_and_medical_devices
https://en.wikipedia.org/wiki/Biomedical_engineering##Hospital_and_medical_devices
https://en.wikipedia.org/wiki/National_Center_for_Biotechnology_Information
https://en.wikipedia.org/wiki/National_Center_for_Biotechnology_Information
https://en.wikipedia.org/wiki/PubMed
https://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
https://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
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Domain Parallel Sentences
Threshold 90 Threshold 85 Threshold 80

Biodbs 1,188 3,240 4,944
Human Genome 25,975 19,849 62,499
Health BioMed 14,677 41,555 66,008
NCBI 65,591 198,692 328,621
Pubmed 16,853 46,273 72,741
Total 124,284 309,609 534,813

Table 2: Parallel Sentences from the unique articles based on similarity threshold computed using LEALLA.

Parallel Sentences BioFiltered Parallel Sentences
Threshold 20 Threshold 10 Threshold 0

Threshold 90 3,602 16,861 47,964
Threshold 85 15,286 64,888 169,215
Threshold 80 23,727 101,845 275,063

Total 42,615 183,594 492,242

Table 3: Bio-Filtered: Parallel sentences from Table 2 selected based on their proximity with Medline titles using
MiniLM.

LEALLA Embedding vector is computed for
each sentence in the French and English article.
Thus for each French(source) sentence we have
N potential matching sentences, where N is the
number of sentences in English(target) article. The
dot-product is then used to compute the similar-
ity between each source and N target candidate
sentences. The top 10 candidate sentences are re-
trieved for each sentence. At this stage we have a
sorted list of potential parallel sentences from each
subdomain.

It is important to note that these are potential bio
med domain sentences since these are mined from
in-domain articles. We focus on both precision and
recall at this stage. Our sentence retrieval is recall
oriented, given that English articles were roughly
double the French articles, thus using French sen-
tence as prompt to retrieve the matching English
sentences promised a wider search space. For final
parallel corpus creations we selected the sentences
on similarity threshold. We report three thresh-
olds (thresholds 80, 85, and 90) to retrieve parallel
sentences from the retrieved top-10 sentence pairs.
We are working on lower threshold sentences. A
higher threshold indicates a greater degree of par-
allelism between the sentences. Table 2 shows the
number of parallel sentences retrieved using differ-
ent thresholds for each subdomain. We call these
LLMfilter sentences for reference.

In domain filtering We did a second level selec-
tion from the LLMfilter parallel sentences extracted
in the previous step. Even though these sentences
come from bio-medical articles and are in-domain

but our hypothesis is that there will be many
sentences that may categorize as general domain.
Our second filter is to ensure collection of purely
biomedical sentences. For this we select Medline
titles (Jimeno Yepes et al., 2017) as biomedical
representative dataset since titles contain the main
domain terminologies. An embedding was gener-
ated for Medline Titles using sentence transformers
paraphrase-multilingual-MiniLM-L12-v210

which was then used to remove the out-domain
sentences, striving to retain an optimal amount of
in-domain sentences (pertaining to the biomedical
domain). Dot product of each sentence with the
Medline titles embedding was used to compute
the similarity score(ranging from -1 to 1). We
selected thresholds 20, 10, and 0 which correspond
to 0.2, 0.1, and 0.0 respectively in the similarity
score. Table 3 shows the number of sentences per
threshold, we call these Biofilter sentences for
reference.

Post-processing involved the removal of excep-
tionally short sentences, special characters, and sen-
tences in languages other than the intended source
and target languages. Duplicated and identical sen-
tences were also removed from both English and
French sides.

5 Translation performance on retrieved
sentences

We used Transformer base (Vaswani et al., 2017)
architecture provided by Fairseq (Ott et al., 2019)

10https://huggingface.co/sentence-
transformers/paraphrase-multilingual-MiniLM-L12-v2

https://huggingface.co/sentence-transformers/paraphrase-multilingual-MiniLM-L12-v2
https://huggingface.co/sentence-transformers/paraphrase-multilingual-MiniLM-L12-v2
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WMT20 testset
Model Fine-tuning Model
Name LLMfilter Name Biofilter

B1 - 19.52
S1 B1 =>t90 18.12 SB1 20.29
S2 B1 =>t85 18.41 SB2 20.29
S3 B1 =>t80 18.54 SB3 20.58
S4 B1 =>t90-t85-t80 18.78 SB4 21.11

B2 - 38.71
L5 B2 =>t90 19.69 LB1 21.81
L6 B2 =>t85 20.57 LB2 21.88
L7 B2 =>t80 20.62 LB3 22.07
L8 B2 =>t90-t85-t80 20.36 LB4 22.43

Table 4: BLEU scores on fine tuned datasets. B1 and B2 denote the baselines. B1 is trained on the biomedical texts
provided by the WMT’23 organizers, while B2 is a big model trained on general domain and biomed data.

as transformer_iwslt_en_de. The ReLU activa-
tion function was used in all encoder and decoder
layers. We optimize with Adam (Kingma and Ba,
2015), set up with a maximum learning rate of
0.0005 and an inverse square root decay schedule,
as well as 4000 warmup updates.

All corpora were segmented into subword units
using Sentence Piece (Kudo and Richardson, 2018)
with a vocabulary of 32K units. We share the de-
coder input and output embedding matrices. Mod-
els are trained with mixed precision and a batch
size of 4096 tokens on a single GPU. Systems were
trained until convergence based on the BLEU score
on the development sets. Evaluation was performed
using SacreBleu (Post, 2018). Scores are chosen
based on the best score on the development set
(Medline 18, 19), and the corresponding scores for
that checkpoint are reported on Medline 20 test set.

For fine-tuned systems, the process starts with
models trained to convergence, based on BLEU
score on dev sets. Training then resumes using a se-
lected portion of the training corpus using the same
parameters and criterion as for the base systems.

Baseline We trained a smaller model B1 on the
biomedical texts provided by the WMT’23 or-
ganizers: Edp, Medline abstracts and titles (Ji-
meno Yepes et al., 2017), Scielo (Neves et al., 2016)
and the Ufal Medical corpus11 consisting of Cesta,
Ecdc, Emea (OpenSubtitles), PatTR Medical and
Subtitles. We used a bigger model B2 by (Xu et al.,
2021) trained on WMT14 general domain corpus
and WMT and supplementary biomed data includ-
ing B1 data.

11https://ufal.mff.cuni.cz/ufal_medical_corpus

5.1 Results and Discussion

Table 4 presents the results using the two data selec-
tion methods. LLMfilter column shows the BLEU
scores on Medline 20 testset for sentences filtered
based on the sentence similarity score, whereas
Biofilter are the sentences which were selected
from the LLMfilter based on their closeness with
the Biomedical Medline titles. Both filters used
LLMs for computing similarity as detailed in sec-
tion 4.

B1 represents a smaller baseline model trained
on all biomed data provided by WMT organizers
having a BLEU score of 19.52. This was further
fine-tuned using each threshold dataset i.e. thresh-
old 90, 85, and 80 (represented by t90, t85, and t80
respectively in 4), and finally with a concatenation
of the 3 thresholds. Concatenation refers to the
union of t90, t85, and t80. We did this to upsample
the higher quality corpora (i.e. t90) to analyze the
impact on MT. Evidently, none of the LLMfilter
sentences improved the initial bio med baseline.
The Biofilter sentences on the other hand helped
improve the scores even when a small amount is
added e.g. for t90 and the scores improved con-
sistently with the increase in the number of sen-
tences with SB4 yielding an increase of 1.59 BLEU
points from the baseline. For the larger baseline
B2, though none of the filtering schemes help im-
prove the initial high score but still the supremacy
of Biofilter sentences over LLMfilter is evident.

Arguably, both LLMfilter and Biofilter contain
in-domain sentences as these have been selected
from biomedical articles. The models built using
the same thresholds for the two schemes have a
difference of more than 2 BLEU points on average

https://ufal.mff.cuni.cz/ufal_medical_corpus
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with Biofilter systems being superior. Our results
demonstrate the importance of inculcation of in-
domain knowledge in sentence retrieval tasks even
if the data source is in-domain as there are many
sentences that do not pertain specifically to the
domain and affect the results of domain-centered
translation.

6 Conclusion

In this study, we explored the potential of large lan-
guage models for parallel sentence extraction from
domain-adapted bilingual corpus extracted from
Wikipedia. On our dataset, we experimented with
two data selection schemes and assessed the NMT
performance for the biomedical domain. Our find-
ings demonstrate that merely web-mining from in-
domain corpus is not sufficient to improve domain-
specific NMT performance but there is also a need
for further filtering out out-domain sentences to
improve the domain-specific NMT systems. Lever-
aging large language models to extract in-domain
parallel sentences resulted in improved NMT per-
formance by outperforming the baseline with 2
BLEU points.
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