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Abstract
This paper presents our contributions to the
WMT2023 shared metrics task, consisting of
two distinct evaluation approaches: a) Unsu-
pervised Metric (MEE4) and b) Supervised
Metric (XLSim). MEE4 represents an unsu-
pervised, reference-based assessment metric
that quantifies linguistic features, encompass-
ing lexical, syntactic, semantic, morphologi-
cal, and contextual similarities, leveraging em-
beddings. In contrast, XLsim is a supervised
reference-based evaluation metric, employing
a Siamese Architecture, which regresses on Di-
rect Assessments (DA) from previous WMT
News Translation shared tasks from 2017-2022.
XLsim is trained using XLM-RoBERTa (base)
on English-German reference and mt pairs with
human scores. Here are the links for MEE4 1

and XLsim2 metrics.

1 Introduction

In recent times, there has been a growing interest in
Neural Machine Translation (NMT) systems, lead-
ing to significant improvements in machine trans-
lation (MT) quality. Over the past few years, the
field of MT evaluation has seen substantial advance-
ments. Each year, the WMT conference hosts a
metrics-shared task, where new evaluation metrics
are introduced and those demonstrating a strong
correlation with human judgments are highlighted
from the array of newly devised metrics. In the
last three years of the WMT Metrics Task (Freitag
et al., 2022, 2021; Mathur et al., 2020), neural-
based metrics have predominantly taken the lead.
Nevertheless, n-gram-based and lexical-based met-
rics (Papineni et al., 2002; Popović, 2015) continue
to be favored as automatic MT evaluation tools due
to their flexibility and efficiency.

As a result, this year we participated in the met-
rics shared task, evaluating machine translation out-

1https://github.com/AnanyaCoder/
WMT22Submission

2https://github.com/AnanyaCoder/XLsim

puts using two types of metrics: an unsupervised
metric and a supervised metric.

Unsupervised Metric: Our unsupervised met-
ric, MEE4 (Mukherjee and Shrivastava, 2022),
relies on a combination of lexical and embed-
ding similarity measures. Notably, MEE4 demon-
strated strong performance in the previous year’s
shared task (Freitag et al., 2022), surpassing sev-
eral baseline metrics such as BERTscore (Zhang*
et al., 2020), BLEU (Papineni et al., 2002),
F101SPBLEU (Goyal et al., 2022) , and CHRf
(Popović, 2015). In our efforts to improve its per-
formance further this year, we conducted experi-
ments with two different sentence embedding mod-
els: LaBSE (Feng et al., 2022) and the stsb-xlm-
r-multilingual 3. Interestingly, our findings indi-
cated that MEE4, when equipped with LaBSE as
the sentence embedding model, exhibited superior
performance compared to the alternatives.

Supervised Metric: Unlike the existing neural
models which are huge in size, our goal was to
build a more compact supervised training model
(XLsim) that offers improved performance. To
achieve this, we created a SentenceTransformer
model by combining a pre-trained transformer
model with a pooling layer. This hybrid approach
enables the generation of sentence embeddings,
which can be compared using cosine similarity to
assess similarity between sentences.

2 MEE4

MEE4 is an improved version of MEE focusing on
computing contextual and syntactic equivalences,
along with lexical, morphological, and semantic
similarity. The goal is to comprehensively evalu-
ate the fluency and adequacy of MT outputs while
also considering the surrounding context. Fluency
is determined by analyzing syntactic correlations,
while context is evaluated by comparing sentence

3https://huggingface.co/sentence-transformers/
stsb-xlm-r-multilingual

 https://github.com/AnanyaCoder/ WMT22Submission
 https://github.com/AnanyaCoder/ WMT22Submission
 https://github.com/AnanyaCoder/XLsim
https://huggingface.co/sentence-transformers/stsb-xlm-r-multilingual
https://huggingface.co/sentence-transformers/stsb-xlm-r-multilingual
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similarities using sentence embeddings. The ul-
timate score is derived from a weighted amalga-
mation of three distinct similarity measures: a)
Syntactic similarity, which is established using a
modified BLEU score. b) Lexical, morphologi-
cal, and semantic similarity, quantified through ex-
plicit unigram matching. c) Contextual similarity,
gauged by sentence similarity scores obtained from
the Language-Agnostic BERT model (Feng et al.,
2022).

In our experiments this year, we made adjust-
ments to MEE4 while maintaining the same under-
lying architecture. Specifically, we computed the
evaluation scores using a different sentence embed-
ding model.

In addition to our previous choice, we utilized
the stsb-xlm-r-multilingual model. This particular
sentence-transformers model is designed to map
sentences and paragraphs into a 768-dimensional
dense vector space, making it suitable for various
tasks such as clustering and semantic search. It’s
worth highlighting that the version of XLM-R (Con-
neau et al., 2020) we employed is considered a
state-of-the-art model for multilingual Semantic
Textual Similarity (STS) (Reimers and Gurevych,
2020).

2.1 Multilingual Sentence Encoders

Numerous multilingual sentence encoders, includ-
ing mBERT (Devlin et al., 2018), consist of sin-
gle self-attention networks. These models are pre-
trained on monolingual corpora in over 100 lan-
guages and are optimized for masked language
modeling. Here, the model is tasked with predict-
ing randomly selected tokens in the original text
that have been replaced by a placeholder.

However, these pretrained multilingual sentence
encoders often exhibit limited sensitivity to cross-
language semantic similarity. To address this issue,
Reimers and Gurevych employed human Semantic
Textual Similarity (STS) annotations to enhance a
pretrained multilingual sentence encoder, specif-
ically BERT resulting in stsb-xlm-r-multilingual
model .

In contrast, LaBSE differs slightly as it has been
trained not only for masked language modeling but
also for translation language modeling.

Figure 1: Illustration of our methodology using siamese
network architecture
En: English IL- Indian Langauge

3 XLSim: MT Evaluation Metric based
on Siamese Architecture

XLsim is a supervised reference-based metric that
regresses on human scores provided by WMT
(2017-2022). Using a cross-lingual language model
XLM-RoBERTa-base4 (Conneau et al., 2020), we
train a supervised model using a Siamese network
architecture with CosineSimilarityLoss.

3.1 Training Data

The WMT DA human evaluation data5 (WMT17-
WMT22) (Kocmi et al., 2022; Akhbardeh et al.,
2021; Barrault et al., 2020, 2019; Bojar et al., 2018,
2017) contains raw score and z-score; we consid-
ered z-score for our training purpose by normaliz-
ing it to a range of 0-1.

3.2 Siamese Network Architecture

Similar to SBERT, we train the network with
a Siamese Network Architecture (Reimers and
Gurevych, 2019). In this siamese network, for each
sentence pair, we pass reference translation (ref)
and hypothesis translation (mt) through our net-
work which yields the embeddings u und v. The
similarity of these embeddings is computed us-
ing cosine similarity and the result is compared
to the gold similarity score (score). This allows our
network to be fine-tuned and recognize sentence
similarity. Figure 1 illustrates our XLsim training
architecture.

While training, we used CosineSimilarityLoss,
which automatically ensures training in a siamese
network structure.

4https://huggingface.co/xlm-roberta-base
5https://huggingface.co/datasets/RicardoRei/

wmt-da-human-evaluation

https://huggingface.co/xlm-roberta-base
https://huggingface.co/datasets/RicardoRei/wmt-da-human-evaluation
https://huggingface.co/datasets/RicardoRei/wmt-da-human-evaluation
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ref
I believe that financially, automakers are
doing very well now, maintaining
high sales margins.

mt
I believe car manufacturers are
feeling very good financially right now,
maintaining high sales margins.

score 0.77

Table 1: Input Example

3.3 CosineSimilarityLoss

CosineSimilarityLoss expects that the input consist
of two texts and a float label. Refer Table 1.

It computes the vectors u = model(input[0])
and v = model(input[1]) and measures the
cosine-similarity between the two. By default, it
minimizes mean squared error loss.

3.4 Training Details

In our experiment, we focused on the en-de6 lan-
guage pair and utilized specific columns from the
wmt-da-human-evaluation dataset, which included
translation (mt), reference translation (ref), and
z-score (score). Among the total 125,992 en-de
samples available, we partitioned them as follows:
105,992 samples were used for training, 10,000 for
validation, and another 10,000 for testing.

We employed a SentenceTransformer architec-
ture to train our model, leveraging a multilingual
pre-trained transformer model, XLM-RoBERTA
base model. XLM-RoBERTa (Conneau et al.,
2020) model is pre-trained on 2.5TB of filtered
CommonCrawl data containing 100 languages.

We utilized the CosineSimilarityLoss function
for a total of 4 training epochs. Our training setup
involved a batch size 16, employing the Adam op-
timizer with a learning rate 2e-5 and a linear learn-
ing rate warm-up strategy over 10% of the training
data. The entire training process was carried out
on NVIDIA GPUs, specifically T4 x2.

3.5 Inference

To assess translation quality based on reference,
our trained model generates embeddings for ref-
erence and translation sentences and subsequently
calculates the cosine similarity between these em-
beddings. This similarity measure serves as a met-
ric for evaluating the quality and similarity between
the translation and reference text (refer figure 2).

6we chose the language-pair having a more significant
number of samples than other language-pairs.

Figure 2: XLsim architecture at inference (to compute
segment-level scores)

Model COMET XLsim
Size 2.32 GB 1.1 GB
Training
Samples# 1,027,155 105,992

Pearson
correlation 0.68 0.52

Table 2: Comparison with the SOTA neural metric based
on Pearson Correlation with human scores.

Table 2 reports the comparison of our trained
metric with the existing state-of-the-art metric,
COMET (Rei et al., 2022) in terms of model size,
total training samples and pearson correlation on
the 10000 en-de samples (test samples see 3.4). It
is worth noticing that the difference in correlation
is 0.16 which is minute and model is 50% lesser in
size.

4 WMT23 Metric Shared Task
Submission

4.1 Segment Level Evaluation

For Segment-level task, we submitted the sentence-
level scores obtained by our reference-based unsu-
pervised metrics namely MEE4 (primary metric)
and MEE4_stsb_xlm.

For the same Segment-level task, we also sub-
mitted the sentence-level scores obtained by our
reference-based supervised evaluation metric (XL-
sim).

4.2 System Level Evaluation

To calculate the system-level score for each system,
we take the average of the segment-level scores that
we’ve derived. We employ a similar approach when
computing system-level scores based on segment-
level human annotations, such as DA’s and MQM.
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testset lp #sentences XLsim MEE4 MEE4_stsb_xlm

generaltest2023
en-de 6684 0.67 0.64 0.47
zh-en 29640 0.68 0.74 0.59
he-en 22920 0.76 0.78 0.62

challengeset
en-de 33470 0.73 0.71 0.64
zh-en 6996 0.86 0.91 0.89
he-en 9466 0.80 0.86 0.85

Table 3: Pearson correlation of evaluated scores on WMT23 submissions with COMET metric.

This suggests that a metric with a strong correlation
at the segment level should also exhibit a robust
correlation at the system level.

4.3 Results

Table 3 provides the details of the WMT23 Metric
Shared Task test-set for the language pairs we in-
vestigated. However, it’s important to note that the
final and most comprehensive analysis will rely on
the official results, where metric submissions are
thoroughly compared to human judgments.

In our preliminary assessment, we have reported
Pearson correlation scores for the submitted met-
rics when compared to COMET at the segment-
level. This analysis helps us gauge the performance
of the three metrics in relation to the state-of-the-
art metric. In case of Unsupervised metrics, it
appears that MEE4, which utilizes LaBSE, outper-
forms MEE4_stsb_xlm, which employs stsb-xlm-
r-multilingual as its sentence embedding model.
This difference in performance may be attributed
to the training techniques applied to LaBSE, which
involve both masked language modeling and trans-
lation language modeling, making it more effective
for the task. Indeed, it’s evident that XLsim ex-
hibits a relatively strong correlation with COMET,
almost exceeding 0.7. However, when compared
to MEE4, there is a mild decrease in performance,
particularly in the zh-en (Chinese to English) and
he-en (Hebrew to English) language pairs, where
the correlation drops by approximately 0.06.

This slight decline in performance for XLsim
in certain language pairs could be attributed to the
fact that even though XLsim utilizes the pre-trained
multilingual XLM-Roberta model, the training data
(ref, mt) was primarily in the German (de) lan-
guage.

5 Conclusion and Future Work

In this paper, we describe our submissions to the
WMT23 Metrics Shared Task. Our submission in-

cludes segment-level and system-level translation
evaluation scores for sentences of three language
pairs English-German (en-de), Chinese-English
(zh-en) and Hebrew to English (he-en). We eval-
uate this year’s test set using: a)two unsupervised
metrics, MEE4 and MEE4_stsb_xlm. These met-
rics are based on lexical and embedding similar-
ity match that evaluates the translation on various
linguistic features (syntax,lexical, morphology, se-
mantics and context) ; b) a supervised metric, XL-
sim that learns on en-de WMT DA human evalu-
ation data from 2017-2022. It is observed that all
the three metrics displayed a positive correlation
(>0.5) with the baseline metric COMET.

Certainly, there are promising research direc-
tions to explore, especially in the realm of metric
enhancement. In our future work, we intend to
delve deeper into these areas:

MEE4 Metric Improvement: One of our pri-
mary objectives is to refine and enhance MEE4,
seeking more efficient approaches that can better
estimate translation quality while achieving higher
agreement with human judgments. This might in-
volve exploring novel techniques in sentence em-
bedding, fine-tuning, or leveraging additional lin-
guistic information.

XLsim Enhancement: For XLsim, we plan to
boost its performance by optimizing the training
data. This involves ensuring that it is trained on a
more diverse set of languages and data to improve
its cross-lingual capabilities. Simultaneously, we
aim to maintain its compactness and ensure it re-
mains trainable with fewer computational require-
ments.

These future research directions hold the poten-
tial to contribute significantly to the field of ma-
chine translation evaluation, ultimately leading to
more robust and accurate metrics that align closely
with human assessments.
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